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AIISTRACT

A cellular neural network (CNN) is a locally connected,
massively paralleled computing system with sirnplc  synap-
tic operators so that it is very suitable for VLSI imple-
mentation  in real-time, high-speed applications. VI,SI  ar-
chitecture of a continuous-time shift-invariant Ch’h’  with
digitally-programmable operators and optical inputs is
proposed. l’hc circuits with annealing ability is included
to achieve optima] solutions for many selected applica-
tions.

1.  Introduction

Local interconnection and simple synaptic operators are
the most attractive features of the CNN. Under the mild
conditions [I], a CNN autonomously finds a stable solution
for which the I,yapnov function of the network is locally
minimized. The CNNS can be used in many cornputation-
intensive applications such as image and signal  process-
ing. hforeovcr, the quadratic nature of the Lyapnov fuuc-
tion allows us to map it into optimization problems [2].
Several structural variations of the continuous-time, shift-
invariant, rcctan.gular-gr  idcd network which was ir~tro-
duccd by Chua and Yang [1, 3] in 1988, have been re-
ported, Among thcm are discrctc-time  CNN and CNNS
with nonlinear and delay-type templates [4].

\U,Sl ill]l)lel~lcr~tatiorl  of discrete- or continuous- tirnc
CNNS }Iavc been studied by many rescrchcrs  [5]-[9]. A
continuous- ti[nc, rectangular-type CNN with r=- 1 is re-
ported here. A CNN urlit consists of a core neuron cell,
synaptic urc2ghts, input/output  circuits, and digital inter-
jace,  as shown in Fig. 1. g’he digital interface includes coll-
trol data buses and read data lines. Four control buses for
wci, ghts ao, al , a2, and b. arc 5-bit wide each, The data
for synaptic weights arc written into operator registers
and the network outputs arc fctcllcd from the ccl] output
latches. in addition to the basic struct,urc  of tllc netwc)rk,

the annealing  capability is included to accommodate the
applications in which tllc optimal solutions ofencrgy func-
tion arc needed. l’lle  llarc!ware annealing is performed by
increasing the gain of t!lc neuron from a prc-determined
low value to a final critical high value.

11. CNN with annea]ing

The hardware annealing is operated by controlling the
gain of the neurori, which is the same for all neurons
throug~lout the whole network. After the state is initial-
ized to cr = z(O), the initial gain at tirnc t=:O earl bc set to
an arbitrarily s[nalll  positive value such that O ~ g(0) << 1.
It then increases continuously for O < t ~ Ii to the nomi-

,-,nal galll of 1. J he rnaxlrnum gain g,,l~~ D- 1 is maintained
for TA < t ~ T’, during  which the network is stabilized.
When the hardware annealing is applied to a CNN by im
creasirlg the neuron gain g(t),  the transfer function can be
described by Vuij(t) :-- j(g(t)~zij (t)) or simply Y ~ .f(g~:).
Note tl~at the saturation level is still y=+] or -1 and only
the slc)pe of j(z) arouud  z = O varies. Ely using the nor-
malizcxl variables in a vector and matrix notation, the
differed,  tial  equation can be written as

(1)

w])cre y = j(gx) and b : 13u -I l~w for a constant v e c -

tor w - [11 1]7’. II) (1), A and 13 arc two-real N-by-NT
matrices dcterlnilled  by given cloning templates TA a n d
T1),  rcs~cctively.  ~or t}le shift-irlvariatlt  CNNs,  they are
real symmetric. Irlitially,  the gain g is small so that the
network can be Iincarimd.  For the piccewise linear frrnc-
tion,  the assu~nptiori  is exact until some of neurons are
saturated. In this cmc, y = gx and (1) becomes

(2)
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where Mg == gA – 7>1 for an N-by-N identity matrix I.
T}lc process of finding the optimal solutions takes place
during the change of Mg from negative definite to indef-
inite mat, rix, as the anneal ing gain  g  i n c r e a s e s .

III. VI.SI Design
The first circuit is an unanncaled  CNN with fixed synap-
tic weights. 1’o simplify the design, the current-mode ap
preach [7] is used. The summation of weighted currents is
simply done by a wired-ORing  of all signals and the fixed
weights can be accomplished by appropriate transistor siz-
ing. A cell circuit consists of a constant input resistance
negative-current conveyer followed by the piecewise-linear
circuit. Figure 2 shows the schematic diagram of a simple
current comparator using a cascade of two inverters.  The
input current IY and reference current set by vb are com-
pared to produce an output voltage VYL. Figure 3 shows a
detailed schematic diagram of a neuron cell. The synaptic
weight is realized by All 1 – A414 for a. and A2f15 – kflG for
al. Note that four copies of a current mirror are used to
provide the weight for four neighboring cells. ‘l’he feed-
back current, trias current, external input current, and
those from the neighboring cells are summed at the input
node, i.e., the drain terminal of A41. Transistors kfzg-~so
provide a bias current which is set by the bias voltage VBI.
A simple current comparator circuit consisting of transis-
tors kfz3 -- A’fzg produces the logic OUtpUt Vvij (~)) which
represents the sign of the neuron output.

An annealed CNN cell consists of a summing circuit,
an analog multiplier, and a nonlinear function circuit.
l’he  synaptic weights are digitally programmable through
binary-weighted current switches. }~or programmable-
weight networks, the current-rnodc circuits also provide
the simplicity over voltage-mode circuits because the num-
ber of cells is much smaller than the number of synapse
weights for r > 1. l’he hardware annealing is performed
by the pre-multiplicatio]i  of the state ~=ij by the gain con-
trol function g before the nonlinear function f(. ) takes
place. “1’hus  an analog multiplier is placed between the
summing circuit and nonlinearity circuit as shown in Fig-
ure 4. Since g is positive, the two-quadrant multiplier
is eml)loyed, ‘1’he double-MOS differential resistor circuit
[10] operating in trioclc region can be used as the analog
multiplier. Current invcrtcr  can be used at the input stage
of the lnultiplicr  to have a constant input impedance.

The complete schematic diagram of a neuron cell for
an annca]cd  CNN is shown in Figure 5. l’hc nonlinear
sigmoid function is accomplished by a simple transcon-
ductor  consisting of a differential amplifier as indicated
in Fig 5. ‘1’he value of differential transconductance
9rJl == (~~~O(W/JJ))l’2  is relatively small  irl acconlmoclat-
ing the normalized linear  operating region –-1 ~ z < 1
for  the  i[lput  range of  [z I ~ Izn,a=[ w 10. IIcre, 10 is

the bias currer]t arid W/I, is the geometric aspect ratio
of the differential-[]air transistors. Notice Lhat the situ-
ation remains unchanged for incremed  10 because it also
ir~crca.st:s the saturatcci  output Ievcls. Thcrcforc,  a weak
positivt. feedback is al)plicd  to incrca-se the trarlsconduc-
tancc  value withc~ut  i!, creming  the (w’/ I.) ratio of MIT and
ft’flg.  The transistors M20 -- hf23 in saturation determine
the fec{lback  factor a, O < a ~ 1,

~ ,,. !Y!L)~zl  _  (W/~)M23
(w’/I.)M,o  -  (w/L)M22 (3)

Then, the transconductance at V 1 – V2 = O becomes

9m(ff=O)

‘n’ ‘“ ‘ i –  0-”
(4)

A binary-weighted current source array with the capa-
bility of four-quadrant multiplication is shown in Figure 6.
By swapping the inputs 11 and 12 through the MSB bit,
the polarity of the output IW can be changed. The magni-
tude of the multiplication is done by (n-1) LSD bits. Here,
n =: 5 and the sizes of transistors for weighting are chosen
such that [lWIl s (2- 2–3)11~ifjl, where Icjijj = II —12, in

a step of O. 125~dij  J. Because the current mirrors are used
several times, it is important to match them as closely
as possible through a careful layout design. The synapse
weight for the self-feeclback  A(i, j; i, j) must be a positive
number greater tharl one. Thus, only four control bits
are usc d for this synal)sc and, with the addition of con-
stant factor of one, tlie range of output current is given
by ld ~ IW < (5 -- 2-”2)~~ij\ in a Step Of 0.25~~ijj.

The proposed alincaled  VLSI CNN can include smart-
pixel configuratiorls. The incoming information is ac-
quired by phOtC-SCIISitiVe  diodes or transistors as reported
in [11, 12].

I V .  Si]nulation and Coxlclusion

SI’ICI si~nulation rrxults  of a variable-gain neuron for
several annealing gain value are shown in Fig. 7. Fig-
ure 8 shows t}lc SI’l CI; simulation results of state and
logic output vc)ltages in a 4-by-4 CNN during four opera-
tion iritcrvals. “J’hc clc,ning templates used are

[ ‘“:5 t -!51a’’dT1+  I ~1)

o
~’,4 =

(5)
In each oj)cratic)rl, the hardware annealing is applied for
(I < i ~ 4,511s with an initialization period 0,5ps  and
f-7nlin : = 0.005. A CNhr chip with 5 x 5 neural cells is
dcsigl]cd  and fabricated in a 2.0pr71  CMOS technology
tllrou~,h MOSIS  Services. The die photo is shown in Fig. 9

A ctlr~ti[~uolls-ti[ile  CNN with annealing capability is de-
signed. lhc circuits with digital-programmable synspses
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Figure 4: Variable-gain neuron cell for hardware anneal-
ing
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Figure 5: Complete schematic diagram of a variable-~ain
nc;ron cell.
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Figure  6: Circuit schematic of digitally-programlnable
synaptic weight.
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Figure 7: S1’ICIt simulation results of variable-gain nerr
ron for several annealing gain values.

?’~.” ‘“F
~_,_ --r.

do —— .-
~K””

$-50 0..’2 0.4
-“-””’<; ””’”-”L:J_.__— .—. .—.l= .- -..:6 .–-d, —— ~2––~T—  76—..  L__

1.8 2

x lE-5

;!&::’z<:::-L:.:.=c’7
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

X lE-5

%~?:q””’-”’ $rz<” ; J

. .—.—— L:: .—L—.
>0 % T -0.4 0.6 0.8 1 1.2 1,4 1.6 1.8 2

X 1 E-5
*
$5.

E--’---

—.-—-–-n r: .-.T-::=  . ...1.. ,.

“3

..-:. ,

~o: . . . . . . . . . . .. I :
l..-~...~.y .5 ._—L. —- . . . . .

>0 T0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

X 1 E-5

initialization: 0.5 usec.,  operation: 4.5 usec.

Figure  8: Simulated state and logic output voltages of 4
cells in 2nd row. (solid lines: state voltages, dotted lines:
logic output voltages)

Figure 9: I)ic photo of the 5 x 5 CNN chip.
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and flexible digital interface arc included. Operation of
CNN is verified by t}le SI’ICE  simulation for different
cloning templates.
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yrr(  2: Current comparator for logic output of a cell.
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Fi,gure 3: Circuit schematic of a fixed-weight CNN.
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