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INTRODUCTION

Caltech’s Jet Propulsion Laboratory (JPL) has been processing digital image data returned
from remote sensing instruments on spacecraft since the Mariner 4 spacecraft flew by Mars
in 1964. Many of the digital image processing techniques now used routinely in desktop
publishing and computer graphics systems were to process and enhance itnages returned
from space. JPL, other NASA centers, universities, and the Department of Defense made
significant contributions to the development of this technology. In the past fifteen years,
sophisticated processing capabilities have been developed to support scientific analysis of
remotely sensed imagery, The use of three-dimensional perspective rendering achieved by
merging elevation data with two-dimensional sampled imagery has become a valuable tool
for image interpretation and geological analysis. Animated sequences of rendered imagery
provide dramatic, scientifically precise “fly-over” simulations that capture the public’s
attention while providing a visual aid to scientists attempting to understand the nature and
evolution of the earth and other objects in the solar system. More. recently, capabilities
have been developed to support mission planning by integrating spacecraft models from
Computer Aided Design (CAD) systems with remotely sensed imagery to enable
visualization of mission scenarios for current and future deep space exploration missions.
This article describes the basic methods used at JPL’s Multimission Image Processing
Laboratory (MIPL)  and Digital Image Animation Laboratory (DIAL) to produce a variety of
animation and visualization products from imagery returned by NASA spacecraft.

ACQIJIRING  IMAGE DATA FROM SPACE

Figure 1 shows the flow of data for a typical planetary exploration mission. Remote
sensing data from instruments on the spacecraft are returned to earth receiving stations in
digital form, and transferred to data processing facilities that acquire the data and convert
individual telemetry segments into scientific data records. The data processing paths for
NASA earth observation missions are similar. For imaging instmtnents,  image data
records are created that contain the basic pixel data (decompressed if necessary) plus
additional information including engineering data (camera temperature, voltages, etc.),
navigation data (spacecraft location and orientation when the image was acquired),
ephemeris data (information regarding the positions of planets, the sun, and other objects
such as the moons orbiting other planets when the image was acquired), and camera
geomehy  (where was the camera pointing, what was the view angle, etc.).

FIG 1 P42075
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The engineering data is utilimcl to remove the uamer;i  ~i:n:iturc  trot]]  the rc(urncd in]:iyc’tj
and convert the data to physical units (e.g., brigl]ttwss). ‘1’hc ~cf)nlctry  d:lta  is uwd if)
constructing various views of the surface later in the arlin)dtion  procci~. ‘1’hc t’orlll:itiot)”  of”

these data records is shown in the boxes labeled “MI tinw” and “sy~tcmatiu”’.  N~Jtc th:~t it
is often necessary to construct image d:ita records tron~ tclcmctr) d:(tii  :icquired  :it dift’~.r~’nt
times or at different ground receiving st:i[ions. Archival digit:il  d:it:i  prodlicts  are pr0ducL4
at various stages of the processing stream and pucservcd  for tony term scicnti  tic study.
Specialized enhanced products are also generated to support dctiii led .scicnt  ific :inalysis.  :ind
public information office (PIO) products ;ire :ilso  gcncr;itcd t’or diswmination  to the prts~
and made available via the Internet.

BASIC IMAGEI RENDERING

Once the image data has been convel~ed to physical units, and the geomcti”y is understood.
it is possible to generate perspective view and animation products. This \v:is iirst done :it
JPL in the early 1980’s by a team led by Kevin }lussey. 1 lusscy ’s team produced “LA the
Movie”, an animated sequence that simulate~  a fly-over of Southern C:ilifomia  utilizing
multispectral  image data acqliired  by the I.andsat  eallh orbiting spacecraft, The remotely
sensed imagery was rendered into perspective projections using  digital elevation data sets
available for the area within a Landsat image. Figure 2 illustriites  the basic process. The
upper left image shows one band extracted from the 1.andsat image.  A segment from the
image has been selected for rendeling,  and the perspective vieifpoint  h:is been defined as
shown by the green and blue graphics overlay. The upper right  image is a gray scale
representation of the elevation data available for the image  .wgment,  uith  the same
perspective viewpoint indicated. The elevation along the blue path in these images is
shown graphically in the lower left image. Once the animation producer is satisfied }vith
the viewpoint and perspective, the scene is rendered in 311 perspective as shown in the
lower right hand image.

FIGURE 2--P37272

The scientist or animation director sketches out ii desired tlight path, m shown in I;igure  .3.
The flight path is defined by a set of “key frames”. Iiach ke) fr;imt is ch:iracteriz.ed  by a
specific viewing geomet]y  and viewpoint, and softwzirc  interpolates bctuvcn  key frames
defined along the flight path to render intetmediatc  frames to produce the t“in:il :inimation
The animator controls the simulated speed of the flyovtr by spc~’ifying the number of
frames to be interpolated between each key frame. FigLire 4 shous one frame from the t’ilm
“LA--the Movie”, showing the Rose Bowl with J}’]. in the h;ick~round  a~iiinst  the San
Gabriel mountains. The venical  sc:ile  is exa.xger:ited  by a factor O! 2.5 to show” small S(’ale
features.

FIGURE 3--P37269
FIGURE; 4--P37267

PLANETARY AND E; ART}] APP1.ICA1’1ONS

Rendering and interpolation algorithms have been imprt~icd  ~im’c the ~’r:i 01””1 ,1--thc
Movie”. In recent years, lvlIPI, and DIAI. have col]:ib(mitcd  t{) pr(dm’c ii l’:[ricty ot” !1>
over sequences of planetary and cart h im agcry. Prc)jccl s~si~wti~[s  h;tt’c t’(~und  it ini ;ilu:lt~l~’
to obtain three dimensional perspective views t)! rcn]otc  pl:im’t~  :ind  tllc’ir sitcllitcs.  ‘1’IIL’ LIW.
of stereo imagely  generally acqLiircd h~ air~. i”af”t  Il;is been \\ id~’~pr~’:ld  in tlw g~>olog>”
community for many years. A three d[nwnsioti;il  ~i~’w (~t’ [I),* .surt\l~~’ pr~)i id~’.s  ;II):II> iii ot”
surface features, the evolution of the sud’a~c, and the’ l];ittlrc ot” iurt’;i~’c disturt~;lm~’s  tl]:ll  iir(~
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“l’he spacecraft trdjectw-y  and planc[ motion models were derived for the animation i’rom
mission navigation files and command sequence files.

FIGURE 9--

SUMMARY

Visualization and animation are becoming increasingly inlpollant  tools in planetaty
exploration. High speed computing equipment and increasingly sophisticated software
systems are making it possible to produce the types of products shown in this article on
rapid time scales. These products are extremely useful in science analysis during flight
operations, and are beginning to play an increasingly impol~ant  role in supporting future
mission planning and data acquisition strategies.
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