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Abstract.

This paper describes the New Millennium Remote Agent (N M RA) architecture for autonomous space-
craft control systems. This architecture integrates traditional real-time monitoring and control with
constraint-based planning and scheduling, robust multi-threaded execution,andmnodel-based diagnosis
and reconfiguration. We implemented a prototype autonomous spacecraft agent within the architecture
and demounstrated the prototype in the context of a challenginig autonomous mission scenario on a sit n-
ulated spacecraft. As a result of thissuccess, the integrated architecture has been selected to fly as an
autonomy experiment, on Deep Space One (1) S-1), the first flight of NASA’s New Millennium Program
(NMP), which will launch in 1998. It will be the first A1 system to autonomously control an actual
spacecrafl.
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1. INTRODUCTION

The future of space exploration calls for estab-
lishing a “virtual presence” in sprace. This will
be achieved with a large number of sinart, cheap
spacceraft conducting missions as ambitious as
robotic rovers, balloons for ext ended at mospheric
explorations and robotic submarines. Several new
technologies need to be demonstrated to reach
this goal, and one of the most crucial is on-board
spacecraft autonony.

In the traditional approach to spacecraft oper-
ations humans carry out on the ground a large
number of functions including planning activit its,
scquencing spacecraft act ions, tracking t he space-
craft’s internal hardware stat e, ensuring correct
functioning, recovering in cases of failure, and sub-
scquently working around faulty subsystems. This
approach will not remain viable due to (a) round
t rip light t ime communication delays which make
jovsticking a decp space mission impossible and
(b) a desire to limnit the operations team and deep-
space communications costs.

In the new model of operations, the scientist
will communicate lli~}]-level science goas directly
t o the spacecraft. The spacecraft will t hen per-
form its own science planning and scheduling,
translate those schedules into scquences, verify
t hat they will not damage + he spacecraft | and
ultimately exccute them without routine humay
intervention. Jn the case of error recovery, the
spacecraft will have to understand the impact of
the error on its previously planned sequence and
then reschedule in light of the new information
and potentially degraded capabilities.

To bridge the gap between the old operat ions
model and the new one, we conduct ed a rapid-
prototyping effort in which we demonstrated com-
plete autonomous operations in a very challenging
cont ext: simulated insert ion of a realist ic space-
craft into orbit around Sat urn. The mission sce-
natio included t rading off science and engineering
goals and achicving the mission in the face of any
single point. of hardware failure. This Saturn Or-
bit Insertion (S01) scenario, although simplified,

still contained the most important constraints and
sources of complexities of a real mission, making
it the most diflicult challenge in the context o f
the most complicated mission phase of the most
advancod spacec raft to dat ¢,

The unique requirements of t his domain led us
to the New Millennium Remote Agent (NMRA)
architecture,  The architect ure integrat es t radi-
t ional real-t ime monit oring and cont rol with (a)
const raint -based planniug and scheduling, to en-
sure achicvement of long-term mission object ives
and effectively manage allocation of scarce system
resources; (b) robust mult i-threaded excecution, t o
reliably execute planned sequences 1112( 1(° 1 condi-
tionsof uncertainty, to rapidly resprond to un-
expect ed event S such as component failures, and
t omanageconcurrentreal-t e activit its; and (¢)
model-hased diagnosis, to confirm successful plan
exccution and to infer the he alth of all system
components based on inherently limited sensor in-
formation.

The New Millennium Remote Agent (NMRA)
archit ect ure was successfully demonstrat ed on the
simulated SO | scenario ill Oc¢tober 1995, This
success result ed in the inclusion of NMR A as an
autonomy experiment in the first NMP ission,
Deep Space 1 (1) S1), whichis scheduled to launch
in mid-1998. This will be the first Al system to
autonomously cont 1701 anactual spacecraft

2. SCENARIO
2.1. Introduction

The Cassini - Saturn Orbit Insertion (S01) was
used as t he scenario for developing aud test ing
the N MRA prototype. This scenario was chosen
by spacecraft engineers at JP'L, because it repre-
sents one of t he most challenging and well-st udied
Droh)I(Cills inspacecraft operations. It ent ails ma-
neuvering a cont plex spacecraft (Cassini) with
multiply-redundant  SYStem ¢ it orbit around
Saturn, while capturing scicnce imagery of hoth
the rings and the planet itself and down-loading
science and engineering data to the Farth. The



scenario centers around t he mission-crit ical Main
Engine burn, which slows t he spacecraft t o t he
proper velocity for achieving Saturn orbit. Any
error in the start time, duration, or vector of the
burn will result in mission failure. Consequently,
redundant spacecraft systems ((Cg. switches, gy-
ros, and even a backup Main Engine) mustbe pre-
configuredand at theready in case of any failure.

A simplified version of Cassini was used for
modeling the prototype spacecraft, and t he SOI
scenario was condensed into a set, of goals and con-
straints. Ar1 example sequence satisfying the goals
and constraints was also provided by the space-
craft engineers for reference. <1'11(! challengetothe
autonom ous systein was not to duplicate this sc-
quence, but rather to planand exccute tasks in
such a manner that al const raints were sat isfied.
Finally, aset of guidelines was established for run-
ning the scenario and handling simulated failures.

2. 2. Guidelines

The following guidelines were established for the
scenario:

1. Achieve the mission goals evenin t he event of
any single point hardware failurc.

2. Consider the Saturn Orbit Insertion burn  a
special event that, for robust ness, requires
that all critical subsyst ems operat ¢ in t hoir
highest reliability modes,

3. Although multiple independent. simultancous
failures arc not considered credible, multiple
scquential failures  spaced far cnough apart
to allow recovery of one before considering t he
next  are considered credible and must be ac-
commodat (' (L.

2.8. Goals

The following goals define the S01 scenario:

- Use the main engine to insert the spacecraft
into Saturn orbit.

+ Acquire and return science images of Saturn
during approach.

+ Acquire and return science innages of Sat urn’s
rings near closest approach.
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. Assure that the camera is protected from ring
particles during ring-plane crossing,.

2.4. Consliaints

Themodels of the spacecraft as understood by the
planner form the context for achieving the above
goals. Thiese models const rain t he choices t hat
t he planner may make, force certain tasks to be
ordered, and force the addit ion Of t asks to allow
the goals to be achieved. For the SOIscenario, the
following constraints significantly affect t he result-
ing plan:

+Available spacecraft elect rical power is lim-
it cd; cactioperat ing mode of cacl asseinbly
requires a predefined power allocat ion.

« Available science data storage is limited; there
is not cnough room to accommodate both the
Sat urn approach and Sat urnring images si-
multancously

« 01 1% onespacecraft pointing direction may
be commanded at a time. This couples the
scicnee imaging activity, 111C orbitchangeac-
tivity, the Barth conninunication activity, and
the ring safety activity since all require some
spacecraft axis t o be point ed in a part icular
direction (('g., antenna toward carth).

< A main engine burn requires several prepara-
tory steps prior to engine ignition.

Appendix 7 provides addit ional details about
the SO1 scenario.

3. 1) OMAIN AND REQUIREMENTS

The spacecraft domnain places a number of 1 equire-
maonts on t he soft ware avchit eet ure t hat differen-
t iat es it from domnains considered by ot her re-
scarchers. In this section, we discuss the require-
ments of t he spacecraft domain and cont rast t he
dOmain with the mobile robots (mobots) domain
which has been the focus of 1nucty of the work in
autonomous robotics.

3. 1. Spacecraft Domain

There are t hreemajor propert ies of t he domain
that drove the archit ecture dosign.
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First, a spacecraft must be able to carry on eu-
tonomous operations for long periods of time with
no human interaction. This requirement stems
from limitations of deep-space communication and
the desire to cut operating expenses.

The requirement for autonomous operations
over lor g periods is furt her complicat ed by t wo
additional features of the domain  tight resource
coristrain ts and hard deadlines. A spacceraft uscs
various resources, including obvious ones like fuel
and clectrical power, and less obvious ones like
the number of times a battery can be reliably dis-
charged and recharged. Someof these )'(,s0111 (" (%
are renewable, but most of them are not Hone ¢,
autonor nous ope ration requires significant cimpha-
sis on the careful utilization of non-renewable re-
sources aud on planning for the repl acement o f
renewabble resources before they run dangerously
low. Spacecraft operations are also chiaract erized
by the presence of hard deadlines, c.g., t he eff -
ciency of orbit change mancuvers is a strong func-
tiont of the location of the spacecraftin its orbit,
so that t het imeat which SOI must be achieved is
constrained to lie within a two hour window. So-
phist icated planning and scheduling systems are
needed to meet this requirement

The sccond  central requirement, of spacecraft
ope ration is high reliability. Since: a spacecraft is
expensive and often unique, it is essential that it
achicve its mission with ahigh level of reliability.

>art of this high reliability is achieved through the

use of reliable hardware. However, the harsh en-
vironment of space and the inability to testin all
flight conditions can still cause unexpectedhard-
ware failures, so t he soft ware archit ecture is re-
quired t o compensat e for such contingencies. This
requirement dictates the use of an execution sys-
tem with elaborate system-level fault prot ect ion
capabilit ics. Such an exccut ive can rapidly re-
act to contingencics by retrying failed actions, 1 ¢-
configuring spacecraft subsystems, or put t ing t he
spacecraft into a safe state to prevent further, po-
tentially irretrievable, damage.

The requirement. of high reliability is further
complicated by the fact that there is limmited ob-
servability into the spacecraft’s state due to the
availability of only a limited number of sens ors.
The addition of scnsors implies added mass',
power, cabling, and up-front engineering t ime and

effort . Fach scnsor must add clear value t o the
mission to be justified for inclusion. Furthermore,
sensors are typically no more reliable than the as-
sociated spacecraft hardware, making it that much
morcediflicultt o deduce the true st ate of the space-
crafthardware. These const raints diet ate the use
of model-based diagnosis inethods for identifying
t hetrue Stat ¢ of t he spacecrafthardware. These
methods predict unobservable state variables us-
ing a spacccraft model, and can effect ively handle
(11901 failurcs.

The t hird cent ral requirement of spacecraft op-
cration is t hat of con current activity. The space-
craft ha s a nuniber of different subsystems, all
of which operate concurrenitly. Honee, reasoning
aboutthe spacecraft 11( '( (1S to reflect its coneur-
rentnature. 111 particular, the planuer/scheduler
needs t () beable to schedule concurrent act ivities
in (liffCwrit parts of t he spacceraft, including con-
st raints bet ween concurrent act ivit ies. The exec-
utive needs to have concurrent t hreads act ive t o
handle concurrent ¢ omimands to different parts of
t he spacecraft Themo dol-based diagnosissystem
needs t () handle concurrent chauges in t he space-
craft stit ¢, cithe r due toscheduled events 017 due
10 failurces.

3. 2. Comparison to t hewobol domain

The space craft domain shares many import ant
features with the mobot domain, though the sim-
ilarities sometimes manifest themselves in un ex-
pect ed ways. There are also some import ant dif-
ferences, bot h fundament ally as well as from a
more pragmatic point of view.

Both mobots and spacecraft are artifacts inter-
acting with an unengincered cnvironment. Both
havet () beablet () deal withunexpected contingen-
cies, deadlites, uncertainty, and linited resources
when operating aut onomously.

Thereis also ananalogy between t he fundamen-
tal operations performed by wobots and space-
craft A mobot’s fundamental operation is to
move from one position to another. The analogous
opceration on a spacecraft is t o change its orient a-
t ion. The t ine scales, degrees of freedom, and
degrees of cont rol ave similar, t hough t he geom-
ctry is (lifl'Cwilt. Fvenobstacle avoidance has an
analogous feat ure in spacecraftattitudecont 1°01:



point ing constraints to prevent sensit ive inst ru-
ments from pointing towards the sun. Algorithins
for computing attitude trajectorics are essentially
path-planning algorithms in spherical coordinates.
A spacecraft also moves from place to place, but
t he nature of ballistic trajectories and the resource
constraints of realistic spacecraft make at tit ude
control abetter analogy to mobot position control.
A spacccraft exercises lit t le dircct controlover its
position in space. 1t is limited to making very tiny
adjustiments to its velocity vector. The evolut ion
of the velocity vector and, thus, the spacecraft’s
spatial dest ination, arc mostly determined when
the spacceraft is designed and launiched.

These similarities arc reflected in t he st ructure
of the NMRA architecture, which shares many fea-
tures Of the canonical “till’C' C-lil~Ct"”" mobot con-
t ml architecture [2, 1 5]. There is at op-level ar-
chitectural separation between deliberat ive coni-
putations, i.e., planning and scheduling (1'S), a
reactive decision-making exceutive (BXEC), and
closed-loop real-time control (1 '1).

Thiere are three significant differences between
the spacecraft domain and the mobot domain,
cach of which is manifested in a particular archi-
tectural feat ure.

The first difference is that the source of runtime
contingencies in spacecraft is usually the failure
of hardware, whereas in mobots it is usually un-
expected interactions with the environment. This
has two important consequences for t he archit ec-
ture.

First, in order to properly respond to hardware
failures it is important to know what hardware has
failed, and this is not always immediately obvious
fromraw sensor data (sit 1ce t he sensors thernselves
may have failed). Thus we introduce a separate
tol)-level compoucnt devoted to deducing the ac-
t ual state of the hardware from observables, This
is analogous to having a component dedicated to
world modeling in a mobot, except that a signif-
icant part of the “ world” being modeled is the
spacecraft itself. In this sClise; aspacecraft can be
viewed as a mix between a mobile robot and an
“lmmobile robot” or “immobot” as described by
Williains and Nayak [43].

The sccond architectural result of this differ-
ence is that the executive is st ruct ured around a
single nominal chain of cvents and any deviat ion
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from nominal is considered a failure from which
it is necessary t o recover.  This is in contrast
to many mobot architectures in which all possi-
ble out comes of anaction aret reated equivalent ly
by t he execut ive, which usually just assesses the
current sit uation wit hout prejudice regarding t he
out come of t he previous action t o decide whatt o
(lo. This allows some mobot ar chitect ures to t ake
advant age of serendipitous contingencies. It is a
significant structural feature of current spacecraft
design that unexpected contingencies are never
serendipit ous, t hough t hismay change in t he fu-
t ure. If it doces, it may requirve changes t o our
architecture.

The sccond di flerence bet ween mobots and
spacecraft is the degree of constraint and cou-
pling imposed by limit ed resources. Terrest rial
mobots usually have enough electrical and con -
puting power that these do not have to be explic-
it 1y managed. By cont rast, on aspacecraft every -
thing is coupled to everything else through inulti-
ple mechanisms (€. g., POWer, {hermal, and vibra-
t ional). Morcover, t he costs of spacecraftdict at ¢
t hat al resources are utilitived to t he great et ex-
tent possible, even at the cost of added complexity
due to increased interactions. Thus even mun-
dane decisions, like swit ching on a camera, have
t o madein t he cont ext of the spacecraft ‘S global
situation. This feature manifests itself in our ar-
chitectureint wo ways. First, NMR A hakes use of
a concurrent, temporal planner and scheduler that
can resolve potentially harmful interactions by
allocating resources t o concurrent act ivit ics over
specified time periods. Some mwobot architectures
also have planners t hat coordinat ¢ system act iv-
ity and resources, but many do not. Some, like 3T
[2] and ATLANTIS[15} usc the planner strictly to
advisce t he executive, while ot hers, like Subsuinp-
tion [4], dispense with t he platmer altoget her. In
a domain where an incorrect action can lead to
mission failure farintot he future, t he planner as-
sumes a much greater importance. Second, many
mobot archit ect ures resolve act ivit y failures pre-
dominantly by making local responses (like trying
another method when the first oue fails). How-
cver, as noted above, even gwitching o11 a device
may have negative interactions with ot lierconcur-
rent act ivities. Thus, a failure recovery sequence
may 11( (1 to be generat o ba sedonglobal consid-
erations. To address t his issue, NMRA’s exccut ive
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drawson the expertise of a model-hased recov-
cry expert, in addition to the procedural knowl-
edge encoded into traditional mobot exc cutives.
This hybrid procedural /deductive executive t hus
ext ends the strengths of mobot execut ives to new
domains of competence.

The third difference between mobots and space-
craft is t he degree of reliability and robust ness
that is required. The opportunit ics for manual in-
t ervention on a spacecraft are severely restrict ed
when compared to a terrestrial mobile robot. Typ-
ically, t he only mechanism for interact ing with a
spacecraft is its radio communications link. Thesc
links have fairly low bandwidths and, for deep-
space missions, subjstantial round-trip latencies.
Furthermore, a mobot can alimost always safely
stop whiere it is if it needs to perform a lengthy
computation to decide on its next action. A
spacecraft can almost never buy time in this way.
Even during cruise when there ar e few ext crnally
imposed deadlines, the spacecraft’s attitude con-
trol loops must still operate and be properly cor -
trolled in order to prevent sensit ive inst ruments
from pointing at the sun and keep the antenna
aligned with Earth. And, of course, deadlines im-
poscd Ly t hespacecraft’s ballistic trajectory abso-
lutely cannot be postponed. Spacecraft also tend
to cost substantially more than mobots. For t hese
reasous, autonoiny soft ware for a spacecraft must
meet a much higher standard of reliability and vo-
hustness than has heen the case for mobile robots.

4, ARCHITECTURE OVERVIEW

Sitice our goal was to achieve complete autonomy
for a complex domain in a limited amount of tine,
we chose from t he outset to use a set of het ero-
gencous, State-of-tll(?-alt, general-purpose compo-
nents that had been applied to solving specific
subtasks in the domain. Hence, the main chal-
lenge was the integration Of these compron ents.
These include a temporal planner/schedule, a
robust mult i-threaded smart exccut ive, and  a
model-based diagnosis and reconfigurat ion system
(sce figure 1).

In this section, we first, describe how the Re-
mote Agent (RA) is e mbedded in the overall flight
software. Then, we provide an overview of t He
components of the NMR A, describe t he high level

operat ional cycle, and proceed to focus in on the
det ails of cacti R A component. We conclude t he
scetjon with a discussion of het erogeneous knowl-
edge representations in the RA.

4.1, Imbedded Remote Agent

The relationship between the NMRA and the
flight software in which it is embedded is bor-
t rayed iu figure 1. When viewed as a black-box,
RA sends out commands to the real-time control
software (1{’2). RT provides t he primitive skilis of
t he aut onomous syst emn, which t ake the form of
discret ¢ and cont inuous real-t ime est imat ion and
control tasks. Au examn ple Of an estimation task is
the at titudedetermination 1001), ” which notes the
readings from an a t it ude sensor assembly (a gy -
roscope or a star camera) aud couthines it with
carlier estimates to update the currer it estimated
spacecraftattit 11(1C.  An example control task is
a t it ude control, whichuses at t it ude eflect ors (a
set of thrusters or reaction wheels) to chauge the
spacecraft at t it udein a way t o reduce t he error
bet ween cotmand ed and estimated att it ude. RT
responds to high-level commands by chianging the
mode of a control loop or state of a device and
sending amessage back to RA when the command
has complet ed.

In addition, the status of all RT control loops
are passcd back to RA through a set of monitors
(MON). The monitors discret ize the cont inuous
dat aint () a scet of qualit a ive int ervals based on
t rends and t hresholds, arid pass the results back
to RA. The abstraction process is fastand simple,
involving discretizing a cont inuous variable using
till’( Sllol (1S 011:111 ab solut e 01” relative scale. For ex-
ample, the main engine temperature wonitor has
a fixed threshold above which it declaves that the
t emperature is too high, while t he inertial refer-
ence unit (IRU) monitor has a relative threshold
tHilt measures t he deviation of t he observed angu-
lar accelerat ion from t he expect ed angular accel-
cration,

4.2. RA Component Summarics

The Remote Agent itself comprises three cor npo-
nent s:a Planmer/Schedule (P S), a Smart Exeat -
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IMig. 1. NMRA architecture embedded within flight soltware.

tive (X XK C), and a Mode Ident ificat ion and Re-
configuration component (M1R).

Planner/Sc heduler (1'S): 1'S is anint cgrat od
planner and schedul er. Inour architecture, 1°'S
is activated as a “batch process” that terminates
after anew schedule has 11( (111 generat (d. It t akes
as input a plan-request that describes the current
state of exccution,including act ivities still sched-
uled for the future. PS combines the plan request
with the goals for the current phase of the mission
and 11 oduces asoutputa flexible, concurrent tem -
poral plan. An output plan constrains the activity
of cach spacceraft subsystem over the duration of
the plan, but leaves flexibility for det ails t o be re-
solved during execution. The plan also contains
activities and information required to mounitor the
progress of the plan as it is executed.

Smarl Frecutive (EXEC): EXEC is a rcact ive
plan execution system with responsibilities for co-
ordinating excecution-time activity.

EXEC I’(quests a blan when necessary, by for-
mulating a plan-request. describing the current
plan exccution cont ext, and t hen execut es and
monitors the generated plan.  EXECCx(C(It(s
a plan by decomposing high-level activit ies in
the plan into primitive activities, which it then

executes by sending out cor ninhands, usually to
the real-time control system. EXEC determines
whether its commanded act ivities succeedad based
cither on direct feedback from the recipient of the
command or on inferences drawn t he Mode Tden-
t ification (M 1) component of MIR. When sotne
mOthod to achieve a task fals, EXEC attempts to
accomplish the task using an alternate method in
that task’s definition or by invoking the Mode Re-
configuration (MR) component of MIR as a recov-
erycapert. If MR finds steps to restore the failing
activity without interfering with other concu rrent
excculing act ivit its, EXEC ~)wf(n'ills those steps
and then continues on with the original definition
of the activity. If the EXEC is unable toexecuteor
rep air the current plan, it aborts the plan, cleans
up all exccuting activities, and puts the controlled
systemint 0 a St ablesafe stat ¢(called a standby
mode). EXEC then requests  a new plan while
maintaining this statydby mode until the plan is
received, and fitially execut es t he new plan.

Mode Identification and Reconfiguration (MIR):
Like EX EC, hill{ runs as a concurrent react ive
b rocess. MIR itself contains two components, one
for Mode Identificas ion (MI) and onc for Mode Re-
configuration (n ngy. M1 is responsible for provid-
ing alevel of abst raction t o t he execut ive which
chiables EXEC to reason about spacecraft state in
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terms of a set of component modes rather than
a sct of low-level sensor readings. In this way,
our architecture separates inferential knowledge
from control knowledge. MI receives information
about spacccraft state fromn two sources. M1 ob-
tains knowledge about the commanded state of the
system through observing every command sent. by
EXEC to RT. MI obtains information of the ac-
tual state of the system by observing the command
responses sent from RT to EXEC and from the
monitoring data. MI checks the commanded stat,
against command response and monitor data, us-
ing its declarative device models, to identify the
actual mode (nominal or failed) of each spacecraft
component. MI sends the inferences about the
most likely mode of cach component to EXEC
whenever the inferred mode changes. M1 also
sends state updates whenever EXEC has issued a
command, even if nothing changed. This enables
EXEC to recognize when actions fail to have any
effect at all.

MR scrves as a recovery eapert to BXEC., MR
takes as input a recovery request from EXEC. The

recovery request specifies a failed activity (or a
set of activities) for which EXEC desires recovery.
MR maps cach activity into a set of component
modes that support the activity. It compares the
desired component modes to the current compo-
nent modes (as inferred by MI) and then (when
possible) produces a recovery plan.  The recov-
ery plan is a sequence of operations that, when
executed starting in the current state, will move
the exccutive into a state satisfying the proper-
ties required for successful execution of the failed
activity.

4.8. RA Operational Cycle

Continuous autonomous operation is achieved by
the repetition of the following cycle.

1 Retrieve high level goals from the mi
goals databasc. In the actual mission, goals
can be known at the beginning of the mission,
put into the database by communication from
ground mission control or can originate from
the operations of spacecraft subsystems (e.g.,
“take more pictures of star fields to estiinate
position and velocity of the spacecraft”).

2 Ask the planner/scheduler to generate a
schedule. The planner receives the goals, the
scheduling horizon, i.e., the time interval that
the schedule needs to cover, and an initial
state, i.c., the state of all relevant spacecraft
subsystemns at the beginning of the scheduling
horizoun. The resulting schedule is represented
as a set of tokens placed on various state vari-

able time lines, with temporal constraints b

tween tokens.

3 Send the new schedule generated by the plan-
ner to the ezecutive. The executive will con-
tinue executing its current schedule and start
executing the new schedule when the clock
reachies the begiuning of the new scheduling
horizon. The exccutive translates the abstract
tokens contained in the schedule into a se-
quence of lower level spacecraft commands
that correctly implement the tokens and the
constraints between tokens. It then executes
these commands, making sure that the com-
mands succeed and cither retries failed com-
mands or generates an alternate low level
command sequence that achieves the token.
In more detail, exccution of a single planned
activity is achieved through the following cy-
¢l
(a) EXEC decomposes a plan-level activity

into a scries of primitive activities based
on execution context.

(b)Y EXEC executes a primitive activity by
sending a command to RT.

(¢) RT processes the command by making a
change in a control loop or device state.

() The wouitor for the affected RT compo-
nent registers the change in low-level sen-
sor data and sends Ml a new abstracted
alue for the state of the affected compo-
nents.

(¢) MI compares the command to the obser-
vations, infers the most likely actual mode
of cach component, aud sends an update
to BEXEC describing the changes in any
modes of interest to EX1C.

(f) BEXEC compares the feedback from MI to
the conditions specified iu its task models
to determine whether the command exe-
cuted successfully. 1If so, it proceeds to take
further steps to complete the high-level ac-
tivity.




(g) If EXEC receives anupdate from MI indi-
cat ing that anactivity has failed, it t ries
alternative methods to achieve the activ-
ity. One such method is to invoke MR as
a recovery expert. In this case, t he eycle is
as follow%:

i. EXEC sends MR a recovery request to
recover for any failed act ivit its.

ii. MR p,cll['rates a recovery blan (when
possible) consistent with the current
state inferred by M1 and sends the plan
to EXEC.

iii. EXEC treats the recovery plan as a
new method to achieve the current ac-
tivity and hence proceeds to decom-
pose it in the same manner as other
activit its.

4 . Hard command exccution failures may re-
quire the modification of the schedule in which
case the executive will coordinate the actions
nceded t o keep the spacecrafting a “sofe ¢ at ¢
and request the generation of a new schedule
floil) theplanner.

5. Repeat the cycle fl'oil) step 1 whenone of the
following condit ions apply:

(a) Execcution (real) time has reached the end
of the scheduling horizon minus the esti -
mated time needed for the planuer to gen-
crate a schedule for the following schedul-
ing horizon;

(b) The exccutive has requested a new sched-
ulecasarcsult Of a hard fail ure.

We now discuss the individual components O f
the RA inmore detail.

4.4. DPlanner

The goal of the NMRA planner/scheduler [27] is
to gencrate a sct of synchronized high-level con -
mands that once exccuted will achieve mission
goals. Thie NMR A planner present s several fea-
tures that distinguish it from other Artificial In-
telligence and Operations Rescarch approaches to
the problent Iy the spacecraft domain plauning
and scheduling aspects of the problem need to be
tightly integrated. Theplanner 11( '( (is to recur-
sively select and schedule appropriate act ivitiest o
achic ve mission goals and any other subgoals gen-
crated by these activities. 1t aso needs to synchro-
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nize activities and allocate global resources over
time ((g., power and data storage capacity). In
this domain (aud in general) subgoals may also be
generated due to limited availability of resources
over time.  For example, in a mission it would
be preferable to keep scientific instruments on as
long as possible (to maximize the amount of sci-
cnee gathered). However limited power availabil-
ity may force a temporary instrument shut-down
whenothermore mission critical subsyst emns need
to be functioning. 1 this case the allocation of
power to critical subsystems (the main result o f
a scheduling step) generat es t he subgoal “instru-
ment must be oft” (which requires the application
of a planning step). Consider ing simultancously
t he consequences of planning actions and schedul-
ing resources cnables t he NMR A planner to bet -
t ¢r t une t he order in which decisions are made
to the characteristics of the domain and there-
fore can help in keeping search complexity under
cont rol. This is a significant difference wit h re-
spectto classical approachies bothin Artificial Tu-
telligence and Operat ions Research where act ion
planning and resource scheduling are typically ad-
dressed in two subsequent problem solviug stages
often by distinet soft ware systems. Another imn-
pot tantdistine tion between the NMRA p leamer
and other classical approaches to planning is that
besides activities, t he planner also “schedules” t he
occurrence of stat ¢sand conditions. Such stat ¢s
and condit ions may need to be monitored to en-
surc that high level spac ecraft conditions are co -
rect for goals (such as spacect aft pointing states,
spacecraft acceleration and stability requirements,
ctc). '1'11(s(’ Stat es canalso consummeresources and
have finiit e durat jons and t herefore have very sim-
ilar characteristics to other activities in the plan.
The NMR A plauner explicit Iy acknowledges t his
similarity by using a unifying conceptual prim-
it ive, t he token, to represent both act ions and
states thatoccur over time intervals of finite ex-
tension.

The planner ysed in t he N MRA a rchit ect ure
consists of a heuristic search engine that operat os
in t he space of incomplete o1 part ial plans [38].
Since the plans explicitly represent metric time,
the planner makes use of a temporal database.
A's withmost causal planners, 1'S begins with
an incomplete plan and attempts to expand it
into a complete pla n by posting additional con-
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straiut s itt the datat;ase. These const raints origi-
nate from external goals and from constraint tem-
plates stored in a model of the spacecraft. The
temporal database and the facilities for defining
and accessing model information during search are
provided by the HSTS system [26].

The domain model contains an explicit decla-
ration of the spacecraft Sul)syst(ills on which a
token will oce ur. In the temporal database each
subsystem has an associated timeline on which the
planner inserts t okens corresponding to act ivities
andstatesand r(’solves r(’source allocation con-
flicts. The model also contains the doclaration of
duration constraints and of templates of temporal
const raints hetween tokens, called compatibilities.
Such constraints have to be satisfied by any sched-
ule stored in the temporal database for it to be
consistent with the physics of the domain. Tem-
poral const rai nt templates serve the role of gener-
alized planning operators and are defined for any
token in the domain whether it corresponds to an
activity orastate. This is a significant difference
with respect to classical approaches to planning

(Define-Compatibility
((Engine Op_State) (Engine_Ignition))
(AND

;3 1. Ignition requires good engine pressure
(contained by ((Engine_Tanks Pressure) Good)))

where constraint t emplat es (also referred to as op-
erat ors) are typically associated t ¢ only wo actions
but not states. Thetemporal database arso pro-
vides const raint propagat ion services to verify t he
global consistency of t heconstraints p osted so far.

The const raint template in Figure 2 describes
t he condit ions needed for an engine burn to init i-
at ccorrectly (act ivity Fngince_Ignition scheduled
on the (Engine Op_State) « imeline). C onstraint 5
1epresent s arequest for p ower t hilt increases t he
levelof Power_Used 011t he tieline (Power_ Mgmt
Power) of an amount returned by the Lisp func-
tion cal (compuic-power "Engine Ignition). Fx-
plicitinvocation of external function calls provides
the 111(ails for the plauner to invoke “expert” mod-
ules to provide narrow but deep levels of expertise
int he comput a ion of various par amet ers such as
durat ions or + em perat ure and Power Jevels, Ac-
cess 1o such external knowledge is a key require-
ment for real-world applications of planning sys-
tems [28).

The planner operates by iteratively repairing
“faws” in t he planuntil al flaws are eliminat ed.

;3 2. Engine must have finished burn preparation

(met by ((Engine Op.State) (Burn_Prep)))

;5 3. Engine goes into sustained burn state next

(meets ((Engine Op_State) (Engine.Burn)))

;3 4. Injector temperature must be good throughout

(contained.by ((Engine_Injector Temp) Good))

;3 5. Formula to determine Power consumption

(equal ((Power_Mgmt Power)

( + (Lisp (compute-power ’Engine._Ignition))

Power-Used))))
(Define_Duration_Spec
((Engine Dp.State) (Engine-ignition))
;; minimum duration

(Lisp (compute-duration ’Engine_Ignition:minimum))

: : maximum duration

(Lisp (compute-duration ’Engine_Ignition:maximum)))

Fig. 2. Constraints on the fngine_Burn_fgnilion activity
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There are t wo possible kinds of flaws: 1 ) unend- ing timeline: a plan’s t imeline does not end wit h
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a token (for example, the last known token on the
(Engine Op_State) timeline is Fngine_Idle but the
plan still allows for additional tokens to be added
after it); 2) open compatibility: somne temporal re-
lation requested by a compatibility is still open,
i.e., the planner has not sclected an explicit to-
ken to satisfy it,. Figure 3 summarizes the basic
“flaw fixing” loop used by the planner. To address
thie two possible flaw types, the planner uses the
following resolution strategies. For an unending
timeline, it takes the last token asserted on the
timeline and tries to stretch it until it completely
covers therest of the timeline. If this is not pos-
sible, the temporal database will detect a tempo-
rally inconsistent plan and force backt racking. For
t heopen compatibility flaw, for each temporal re-
lation in a compatibility the planuer must identify
or generate a token that satisfies it. For example,
Figure 4 shows a plan with the compatibility of
Thrust(b, 200) completely satisfied, i.c., with all
t eciporal relations associated to t wo tokens. If a
temporal relation in a compatibility is open, the
planner can use one of three resolution strategics.
It canadda token to the planinsuch a way that it
satisfies the temporal relation; it can Select an ex-
ist ing token and impose the temporal relat ion on
it; or it may notice that the nceded token can fall
outside of the timne horizon covered by t he plan
and therefore decide t o defer the satisfaction 1 of
t herelation.

A t cach point in the scarch the planner must
choose between several alt ernat ives. Fach choice
is typically madec using heuristics (e g., “give high-
est priority among the flaws to be repaired to those
associa ted 1o an Engine_Burn t oken” ) and, when
heuristic information is not particularly strong,
using a uniform randomized select ion rule. If t he
wrong decision is made, 'S will eventually reach
a dead end, backtrack, and t ry a different pat h.
Once the plan is free of flaws, the planner uses an
iterative sampling approach [24] to heuristically
improve on certain aspects of schedule quality, al-
though it dots not guarantec even local optimality
along this metric. The generation of even a single
plan is costly (on the order of several C PU min-
utes on a SPARC20 workstation) and t Il(w’fore
t he planner needs to be called infrequent ly and
generate plans for relatively long temporal hori-
vons (from scveral hours to a week)

4.5. A Hybrid execution stralegy

Runtime management of all system activities is
performed by a hybrid of procedural/model-based
execution capabilities [32]. The hybrid executive’s
functions include execution of t het op-level oper-
at ional cycle, plan execution, hardware reconfig-
urat ion and runt ime resource management, plan
rionitoring, diagnosis and fault recovery. Thie hy -
brid executive invokes the planner to help it per-
form these functions. The executive also cont rols
the 10 W-1vel control soft ware by setting itsmodes,
supplying parameters and by 1esponding to mon-
itored event s,

In terms of runtime management of system
resources, t he hybrid execut ive performs stinilar
functions t o at raditional oper a ing syst em. The
main difference is that when unexpected cont in-
gencies occur, a t raditional operat ing syst e can
ouly issue a report and abort the of fending pro-
cess, relying on user intervention to recover from
t hie problem. Our executive must be able t o t ake
corrective act ion aut omatically, for example in or-
der t omect at ightorbit a insertion window.

In the event of plan failure, the executive knows
how t o entera St able Stat e (called a St andby
mo de) prior to invoking the planner, and it knows
how to express that standby mode in the abstract
fanguage understood by the plannmer. It is impor-
tant to note that establishing standby modes fol-
lowing plan failure is a costly activity, as it causcs
us to interrupt t he ongoing planmed act ivities and
lose import aut opport unit ies. For example, a plan
failure causing us to euter standby mode during a
comet encounter would cause 10ss of all theen-
couner science, as there is not time to re-plan
before the comet is out of sight. Such concerns
motivat ¢ a st rong desire for plan robust ness, in
which the plans contain enough flexibility, and the
exceutive hast he capability, t o continue execution
of t he planunder a wide varicty of execution out-
comes [33].

Our exccutive can be viewed as a hybrid sys-
tem that shares execution responsibilities between
a classical reactive execution system, R AI'S [14],
and a novel mode ident ificat ion and reconfigura-
tion system, called Livingstone [44]. Met aphor-
ically, t he former embodies an ast ronauts ability
to quickly and flexibly assemble together procedu-
ral scripts int o coherent cont YOl sequences, while



the later embodies an engineer’s ability ¢ o rea-
son extensively about hardware and software a1 a
cominon-sensc level from first principles.
Within NMRA a striking result of this hybrid
was that the substantial overlap in Livingstone
and RAPS ability to performn recovery and hard -
ware configuration tasks contribut ed enormously
to the executive’s overall robustness. For example,
within RAPS it was quite natural to write a sct
of housckeeping procedures that ¢ ncode standard
rules of thumb for recovery, such as “if its Hroken
resct it” or “if its not needed, t urnito fI”. Mean-
while, reasoning t hrough t he model ill lowed 1 iiv-
ingstone to exploit the considerable redundanicy in
Cassini’s hardware, such as identifying novel ways
of exploiting partially stuck thrusters to achieve
attitude adjustments. The ability of the combined
system to quickly dispense with soft ware glit ches,
a demonstrator’s nightinare, provided a crucial
turning point in the techuology’s acceptance.

4.6. Procedural Execut ive

The first half of the hybrid executive, 1{ Al'S,
provides a specialized representation language for
describing cont ext-dependent contingent res ponse
procedures;, with an event-driven execution se-
mantics. The language ensures react ivity, is nat-
ural for decomposing tasks and corresponding
methods, and makes it. easy to express monitor-
ing and contingent action schemnas. [Its runtime
systemn then manages the reactive exploration of
aspace of alternative actions by scarching through
aspace of task decompositions.

The basic runt ime loop of the exceutive is il-
lustrated in Figure 5. The system maintaing an
agenda o which all tasks are stored. Tasks are
cither active or sleeping. On cach pass through
the loop, the exccutive checks the external world
to sce if any new events have occured. Fxamples of
cvents include model updates from the mode iden-
tification system, announcements of commanded
activity completion from external software, and
1 equests from external users.  The exceut ive re-
spronids to these events by updat ing its int crual
model of the world, changing t he status of affect ed
tasks, andinstalling new tasks onto the agenda. It
t hen selects some act ive task (hased on heurist its)
and performs a smallamount of processing on the
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task. Processing a high-level task involves break-
ing it up into subtasks, possibly choosing among
multiple met hods, wherecas processing, a primitive
task involves sending messages to external soft -
ware systems. At this point, the agenda is up-
dat (g, and t he basic react ive loop repeats.

R APS encourages a close adherence t () a re-
active programming principle of limiting deduce-
t ions wit hin t he sense-act loop to t hat of con-
structing task decompositions using alimited form
of mat ching. This ensures quick response t ime,
whichis essential t O t hesurvival of t he spacecraft.,
A’ (vr(vtli(less it places aburdenontheprogram-
wer of deducing @ priori the consequences of fail-
ures and planning for contingencies. This is ex-
acerbat ed by subt le hardware interact ions, mult i-
ple and unmodeled failures, themixture of inter-
act ions between comput at ion, elect ronics and hy -
draulic subsystemns, and limited observability due
to sensor costs. These concerns are covered by the
model-based component of the hybrid executive.

4.7, Mode Identification and Reconfiguration

The second half of t he hybrid executive t he Liv-
ingstone model-based ident ificat ion and reconfig-
uration system (hill{) complements R APSrea -
t ive capabilit ies by providing a sct of deduct ive
capabilit ies along t he sensc-act loop that operat ¢
on a single, composit ional mo d el. Thiese models
permit significant on the fly deduction of system
wide interactions, used to process new sensor in-
formation (inode identification) or to evaluatet he
effects of alternate recovery actions (1node recon-
figuration). Livingst one respects the int ent of re-
active syst ems, using proposit ional deduct ive ca-
pabilitics [30] coupledto anytime algorithins that
have proven except ionally efficient in t he model-
based diagnosis of causal syst ems. Through the
models, Livingst one is able t o reason react ively
from knowledge of failure to optimal actionst hat
reest ablish t he planner’s primit ive goals, while
mitigating t he falures effects.

Livingstone also has its limitations, which are
nicely met by R APS’ procedural ca pabilities. Liv-
ingstone’s assuranice of fast inference is achieved
t hrough strong restrictions o011 t herepresent at ion
used for possible recovery act ions and even more
severe limitations on the way in which these ac-
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tious are combined (but sce [45] for a muchmore
extensive model-based execution capability that
preserves reactivity). One way topreserve reac-
t ivity while improving expressiveness is for a pro-
granmmer or deductive system to seript these com-
plex actions before the fact. RAPS supports this,
providing a natural complement to Livingstone’s
deduct ive capabilitics. For example, wit h respect
t 0 recovery, | ivingst one provides a service for se-
lect ing, composing together and deducing the of-
feets of basic actions, inlight of failure knowledge.
Meanwhile R APS provides powerful capabilit ies
for claborating and iut erleavinig t hese 1hasic ac-
tions into more complex sequences, which in turn
may be further evaluated through Livingstone’s
deductive capabilities.

Consider Livingstone in more det ail. The mode
identification (m1) component of Livingstone is
1 esponsible for identifying the current operat ing
or failure mode of each component in the space-
craft Ml is the sensing component of Living-
stone’s model-based exccution capability, and pro-
vides a layer of abst ract ion tothe executive: it al-
lows the executive to reason about the stat ¢ oft he

spacecraft in ter ms of component mod es, rather
than in terms of low level sensor values. For exam-
ple, the hybrid executive noed only reason about
whether a valve is openorclosed,ratherthan have
to worry about all combinations of sensor values
that imply that a valve is open, and whether par-
ticular combinations of sensor values mean that
t he valve has failed or t hat a valve sensor has
failed.

MI provides a variety of functions within the
overall architect ure. These ineludes:

- Mode confirmation: Provide confirmation to
t he executive that a particular spacecraft
command has completed successfully.

« Anomaly det ection: 1dent ify observed space-
craft behavior that is inconsistent with its ex-
pected hehavior.

+ Fault isolat ion and diagnosis: Ident ify commpo-
nents whose failures explain dotected anoma-
lics. In cases where models of component fail-
ure exist, identify the particular failure modes
of components that explain anomalies.
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Fig. 6. Architecture of Livingstone’s mode ident ificat ion and reconfiguration capabilities

. Token tracking: Monitor the state of planner
tokens, allowing the executive to monitor plan
exccution.

The mode reconfiguration (M 1y component o f
Livingstone is responsible for identifying a set of
cont rol procedures that when irivoked t ake t he
spacecraft from the current St ate, t 0 alowest cost
state that achieves a set, of goal behaviors., MR can
be used to support a variety of functions wit hin
the architecture, including:

Mode configuration: I'laces the spacecraftin
a least cost hardware configurat ior: t hat ex-
hibits a desired behavior.

Recovery: Moves the spacecraft from a failure
state to onc that restores desired funct ion.
Standby and Safing. 1In the absence of full
recovery, places the spacecraft in a safe st at ¢
while awaiting addit ional guidance from the
high-level planner or ground operat ions team.
Fault avoidance: Given knowledge of current,
irreparable failures, finds alternative ways of
achieving desired goals.

Livingstone’s Mland MR co~llImi(tits usc algo-
rithms adapted from model-based diagnosis [8, 9]

t o provide t he above functions (sce Figure 6). The
key idea underlying model-based diagnosis is that
a combination of componentodes is a possible
description of t he current stat ¢ of the spacecraft
only if the set of models associated with these
hodes is consistent with the observed sensor val-
ues. Following de Kleer & Williams o7, Ml uses a
conflict directed best-first scarch to find the most
likely combination of componcent modes consistent
wit b t hie ohservat ions. This approach is indepen-
dentof the actual set of avallable sensors, and (lots
not require t hat a1 aspects of the spacecraft state
be directly observable, providing an elegant so-
lution to the problem of limited observability dis-
CussedinSection 3. MR uses conflict-dit-ected best
firstscarch to identify aleast cost configuration of
component modes that entail a set of goal behav-
iors. MR only considers those combinations that
arc reachable from the current state, identified by
MI, t hrough t he concurrent execution of aset of
component-level control procedures. This limited
ability to rcconfigure component modes ensures
reactivity.

The use of model-based diagnosis algorithms
as a foundationimmediately ])mVides Livingstone
wit h a number of addit ional feat ures. First, the
search algorith g are sound and complete, pro-
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viding a guarantec of coverage with respect tot he
models used. Sccond, the model building method-
ology is modular, which simplifies model const ruc-
tion and maintenance, and supports reuse. Third,
the algorithms extend smoothly to handling mul-
tiple faults. Fourth, while the algorithins do not
require explicit fault mod cls for each component,
they can easily exploit available fault models to
find likely failures.

Livingstone extends the basic modeling paradigm
used in model-based diagnosis by representing
cach component as a finite Stat)(® machine, and
t he whole spacecraft as a set of concurrent, syn-
chronous state machines. Modeling components
as finite state machines allows MI to effectively
track state changes result ing from exccutive com-
mands and allow’s MR to plan control sequences
that move from a current to target state. Model-
ing the spacecraft as a concurrent machine allows
MI to cffectively track concurrent state changes
caused cither by executive commands or compo-
nent failures, and allows MR to plan concurrent
actions.

Another iinportant feature of Livingstone is
that it models the behavior of cach component
mode using abstract, or qualitative, models [39,
1 O]. Thescabstract modelsareencoded as a set of
propositional clauses, allowingtheuse of efficient
incremental unit propagation for behavior predie-
tion[30]. In addition to supporting eflicient he-
havior prediction, abstract models are much easier
to acquire than detailed quantitative engineering
models, and yield more robust predictions since
small changes in the underlying parameters (10
not affect the abstract behavior of the spacocraft.
Spacecraft modes are a symbolic abst raction of
non-discret e sensor values and are synt hesized by
the monitoring module.

Finally, Livingstone uses a single mo del and a
kernel algorithin, gen eralized from diagnosis, to
perform all of MI and MR’s funct ions. The com-
bination of a small kernel with asingle modcl, and
t he process of exercising these t hrough multiple
uses, contributes significantly to the robustness of
the complete system.

4. 8. Hel erogenecous knowledge represent ation

One approach  to de veloping an autonomy archi-
tecture is to seck a unified syst cin based on a uni-
form comput at ional framework. While t his is an
interesting goal, often the complexity of a real-
world domain forces rescarchers t o compromise 011
complete autonomy or to address simpler dorains
and applications. In our case the challenge was
to achicve complete autonomy for a very complex
domain in a limited amount of time. Thierefore,
wechosefromheout Set to use a set of het cro-
geneous, st ate-of-t he-art, gener al- purpose compo-
nents t hat had been applied to solving specific
subt asks in the domain, with the maio challenge
being the int egration oft hese components. While
this ap p roach eniabled us to achieve our goal o f
complete autonomy, it raised an important issue:
t he different comput a ional engines all require dif-
ferent represent at ions. These het erogencous rep-
resent a ions have bot h benefits and difficult ies.

Onc benefit of having cach engine look at the
spacecraft from a diffe rent pe rspective is that the
Let erogencous kniowledge acquisit ion process aids
ittt aining coverage and completeness. Eachnew
perspect ive on a subsyst e potent tally increases
the understanding, and ho:nce improves the mod-
¢ling, for cach of the other components which also
1 ('pt’(wit knowledge of t hat subsystem. Anot her
benefit is redundancy, where overlapping models
cnable one component to compensate for restric-
tionsint herepresent a ion of another component.
This is particularly t rue in t he hybrid execut ive
where the rich control constructs in R APS nicely
complement the deductive capabilities of Living-
Stone. A third benefit is task specialization, in
which cach component’s represent a ion can be op-
t imized for solving a particular kind of task. This
maoans that we can manually tailor each comnpo-
nent’srepresent a ions t () solve problems for which
it is particularly well suited.

Animportant example of this last point is illus-
t tat edint he represent ational differences bet ween
t he planuer/scheduler and t he hybrid execut ion
system. In NMRA the planner is concerned with
activities a a high-le vel of abst raction which en-
capsulates a detailed sequence of executive-level
commands. A fundamental objective for the plan-
ner ist o allocat e resources to t hie high-level act iv-
it ies so as t () provide at e and resource enve-



lope that will ensure correct ness of execut ion for
cach execut ive-level detailed sequence. At int er-
val based representation of time is suitable for this
purpose. From this perspective the plannier does
not really need to know if a time interval pertains
to an activity or astate. However, this knowl-
cdge is crucial to cnsure correct execution. Thie
executive is interested in the occurrence of events,
i.e., the transition between time intervals in the
planner’s perspective. 1'0 generate the appropri-
ate comn ands and set up the appropriate sensor
monitors, the executive needs to know if an event
is controllable (the executive needs to send a com-
mand), observable (the executive expects sensory
information), or neither (the executive can daduce
information on the state on the basis of the do-
main model). Our approach localizes such distinc-
tions to the execut ive’s knowledge representat ion.
This frees the planner to reason cfficiently about
intervals, and enables us to move responsibility
flexibly between other architectural components
(for example, let the control tasks handle an ac-
tivity which was formerly decomposed by the ex-
ccutive, or vice-versa) without having to modify
the planner’s models.

While heterogencous represent at ions have a
number of benefits, they aso raise significant diffi-
cult its. Specifically, the overhead of ensuring cor I-
sistency and cohierence across the heterogencous
representations can be enormous. At its core, this
difficulty stems from a conceptually single picce
of knowledge being represented independently for
cach component, making it easy to introduce dis-
crepancics.  Furthermore, updating represcnta-
t ions to reflect changes in spacecraft designs is also
onerous, since the same change needs to be made
(consistently) in multiple places. The traditional
approach, and the primary approach we took, to
solving this problem jnvolves knowledge acquisi-
t ion meetings and model review mectings involv-
ing krlow’ledge engincering representatives from all
components. Howcever, not only are these meet -
ings time-consuming, they are also crror prone:
there is rarely enough time to support in-depth
reviews with al interested parties, and the result -
ing agreements, being in English, can lead to mis-
understandings.

An alternate approach is to develop a common
representat ion language in which each concept u-
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ally independentunit of knowledge is represented
exactly once. The representations actually used
by different comyporients are aut omat ically com-
piled from t his single represent ation, t hus guaran-
teeing consistency and coherence while retaining
the benefits of heterogencous representations dis-
cu ssed above. Model updates are simplified since
changes need only be made in once place. We have
made some progress on this front by heading to-
ward a more unified represent a ion of some mod-
cled properties. First, t he unified modeling for
MI/MR in Livingstone (sec Scction ) has proven
to be extremely useful. Second| we use code gener-
at ion techniques to translate some modeled PTop-
crties, such as device power requirements, into the
di flerent representations used for each computa-
tional engine. Weare working t oward developing a
single represent at ion of t he spacecraft inodel (the
one true model, a holy grail of Al), by generaliz-
ing from the powerful heterogeneous models capa-
ble of handling t he complexitics of our real-~r(mi(]
domain. We are also working 011 more sophisti-
cat ¢d compilation t echniques that automat ically
incorporat et he abstractions, approximations, and
rceformulat ions needed to opt imize t he represent a-
tion for each component.

5. IM1I'I,EMEN’I"TATION

Theimplementecd NMRA - architect ure successfully
demonstr a ed planning of a nominal scenario, cor -
current execution and monitoring, fault isolation,
recovery and re-planning on a simulation of the
simplified Cassini S01 scenario.

The planner modeled the domain with 22 par-
allel t imelines and 52 (list inct temporal const raint
templates. Fach template included an average of
3 t emporal constraints of which anaverage of 1.4
constraints synchronized di {lerent timelines. The
result ing schedule for t he nominal scenario in-
cluded 200 (list inct time interyvals; aschedule gen-
crated after re-planning due to engine burn inter-
ruption iucluded 123 time intervals. The plaumer
gencrat ed t hese schedules exploring less thau 5007
scarch states in an clapsed time of less than 15
minutes on a SPARC-10. Considering the com-
put a jonalresources availableinthe 1) S-1 mission
and t he background nat ure of t he planning Pro-
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cess, this speed is acceptable with respect to the
performance needed for 1)S-1.

The executive contained 100 raps with an av-
crage of 2.7 steps perrap. The nominal schedule
t ranslated into a task net with 465 st eps, making
it the biggest 1{ Al to date. The executive in-
teracted with the underlying control loops which
operated at a cycle frequency of 4 Hz. This per-
formance level is higher than that needed to meet
therequirements of the 1) S-1 mission.

The S01 modcl for the mode identification and
recovery system 1 included 80 spacecraft cot npo-
nents with an average of 3.5 modes per compo-
nent. The structure and dynamics of the domain
was captured by 3424 propositionsand 11101
clauses. Tuspite of the very large size of the
model, the conflict-centered algorithms permit t ed
fast fault isolation and determination of recovery
actious. Fault isolation took between 4 and 16
searchisteps (1.1 to 5.5 scconds 011 a SPARC-5)
withan average of 7 steps (2.2 scconds). Recovery
took between 4 and 20 steps (1.6 to 6.1scconds)
withan average of 9.3 steps (3.1 seconds).

6. RELATED WORK

The New Millennium Remote Agent (NMRA) ar-
chitecture is closely related to the 3T (three-tier)
architecture described in [2]. The 3T architecture
consists of a deliberative component and a real-
time control component connected by a rcactive
conditional sequencer. We and Bonasso both use
RATS [14] as our sequencer, although we are de-
veloping a new sequencer which is more closely
tailored to the demands of the spacecraft environ-
ment [16].2 Our deliberator is a traditional gen-
crative Al planner based on the HSTS plauning
framework [26], and our control component is a
traditional spacecraft attitude control system [18].
We also add an architectural component explicitly
dedicated to world modeling (the mode identifier),
and distinguish between coutrol and monitoring,
In contrast to the system described by Bonasso,
the prime mover in our system is the RAT sc-
quencer, not the plannmer. The planner is viewed as
a service invoked and controlled by the sequencer.
This is necessary because computation is a limited
resource (due to the hard time constraints) and so
the relatively expensive operation of the plauncer

niust be carefully cout rolled. In t his respect, our
architecture follows t he design of t he AT, ANTIS
architecture[1.5].

Tt e current state of the art in spacecraft au-
t onomy is represent ed by t he at titude and artic-
ulation control subsystem (A ACS) on the Cassini
spacecraft [5, 1 8] (which supplicd the Sol scenario
used inour prototype). The autonomy capabil-
it ies of Cassini include cont ext-dependent com-
mand handling, resource management and fault
protection. Planuing is a ground (rather thanon-
bhoard) funct ion and on-board replanuing is lim-
it cd t o acouple of predefined contingencies. An
extensive set Of fault monitors is used to filter inea-
surements and warn the systemn of both unaccept-
able and ofl-nominal behavi or. Fault diagnosis
and recovery are rule-hased.  That is, for every
possible fault or set of faults, the monitor states
leading to a particular diagnosis are explicitly en-
codedinto rules. Likewise, t he fault responses for
ach diagnosis are explicitly encoded by hand. Ro-
bustness is achieved in difficult-to -diagnose situa-
tions by setting the system to a simple, known
state from which capabilities are added incremen-
tally until full capability is achieved or the fault is
unambiguously identified. The N MRA architec-
t ure uses a model-based fault diagnosis system,
adds an on-boa rd planner, and greatly enhances
t he capabilities of t he on-board sequencer, result-
ing in a dramatic leap ahead in autonorny capé -
hility.

Ahwed, Aljabri, & Eldred [I] have also worked
on archit ect ure for aut onomous spacecraft. Their
architecture integrates plauning and execution,
using T'CA [36] as a scequencing mechianisi. How-
cver, they focused only on asubset of the problem,
t ligt of autonomous mancuver planning. Their ar-
chitecture (lid not address problems of limit ed ob-
servability or generative planning.

Systems developed for applicat ions ot her t han
spacecraftantonomy present S0111(" features con -
parable to NMRA. Bresina et ol. [ 3] describe
Al"A, a t emporal planner and executive for
the autonomous, ground-based telescope domain.
Their approacluses a single action represcutat ion
whe reas ours uses an abst ract planning language,
but their planrepresent aionshares wit 11 ours flex-
ibility and uncertainty about start and finish times
of act ivities. However, t heir approach is currently
restrict ed to single resource domains with n() con-



currency. Morcover, APA lacks a component com -
parable to MI R for reasoning about devices.

Phocnix [6] is an agent architecture that oper-
ateson a real-tinlc simulated fire fight ing domain.
The capabilitics provided by the agent are conmpa-
rable to those provided by the NMR A executive
altho ugh many aspects of t he solution scein sp -
cific to the domain and do not appear to be cas-
ily generalizable. Unlike NMRA, Phocenix’s agent
does not reason explicitly about parallel action
execution, since act ions from instantiated plans
are scheduled sequentially on a single execution
timeline. A notable characteristic of Phoenix is
reliance on envelopes [20], i.e., precomputed ex-
pected ranges of acceptability for paramet ers over
continuous time, which are continuously moni-
tored for robust execution.

Awnong the many general-purpose autoromy ar-
chitectures is Guardian [21 ], at wo-layer archit ec-
ture which has been used for medical inonitoring
of intensive care patients. Like the spacecraft do-
main, intensive care has hard real-time de adlines
itposed by the environment and operational crit-
icality. One notable feature of the Guardian ar-
chitecture is its ability to dynamically change the
amount of computat ional resources being devot ed
to its various components. The NM RA architec-
ture also has this ability, but the approaches are
quite different. Guardian manages computat jonal
resources by changing task schieduling prioritics
and the rates at which messages arve sent t o the
various parls of the system. The NMRA architee-
t ure manages computat ional resources 1y giving
the executive control over deliberat ive processes,
which are managed according to the knowledge
encoded inthe i APs.

SOAR [23] is an architecture based on a general-
purpose scarch mechanism and a learning mech-
anist that compiles the result § of past search eg
for fast response in the future. SC)AR has been
used to control flight simulators, a domain which
also has hard real-tilnc constraints and opera-
tional criticality [37]. CIRCA[29] is an architec-
t ure that uses a slow Al component t o provide
guidanceto a real-titnc scheduler that guarantees
hard real-time response when possible. Noreils
and Chatila [31] describe a mobile robot cont rol
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architecture that combines planning, execution,
monit oring, and contingency recovery.

The Cypress [40] architecture combines a plan-
ning and an exccution system (SIPE-1T [41] and
PPRS [17]) wsing a comimon representation called
ACT [42]. Thisserves as anexample of a unified
knowledge represent at ion for use by het erogencous
ar chit ect ural components, as we discussed in See-
tion 4.8. A major diflerence between Cypress and
NMR A is ouruse of aninterval-based rat her t han
anoperator-bascd planner.

Drabble []]] describes the KXCALIBUR system,
which pe r formns ¢l osed-loop planuing ana ¢xec u-
tion using qualitative domain models to monitor
plan execut ion and to generat ¢ predict ed initial
states for plauning after execution failures. The
“kitchen” domain involved concurrent temporal
plaris, although it was simplified and did not re-
quire robust reactions during execution.

Curric & Tate [7] deseribe t he O-Plan planning
systen 1, which when combined with a temporal
scheduler can produce rich concurrent temporal
plans. Reese & Tate [35] developed art execution
agent for this planner, and the combined system
has been applied to a number of real-world prob-
lemis including the military logistics domnain. The
plat repair mechanism [12] is more sophist icat ed
then ours, although the execution agent is weaker
anddoes hot p erform execut ioti-time t ask deco -
posit ion or robust execut ion.

7. CONCLUSIONS AND FUTURE WORK

This paper has deseribed NMRA | an iinplemented
architect ure for auton omaog spacecraft. The ar-
chitecture was driven by a carefulanalysis of t he
spacecraft domain, andintegrates traditional real-
time monitoring and control with constraint-based
planning aud scheduling, robust multi-threaded
execut ion, and model-based diagnosis and recon-
figuration.  The implement ed archit ect ure was
successfully demounstrated 011 an extremely chal-
lenging simulated spacecraft autonomy scenario.
As a result, t he archit ect ure will {ly as an ex-
peritent and control the first flight of NASA'S
New Millenunium Program (NMP). The spacecraft,
NM P Deep Space One (D S-1), will launch in 1998
and will autonomously cruise to and fly-by an as-
teroid and a comet. NMR A will be the first A |
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system to autonomously control an actual space-
craft

our immediate work for 1) S1 consists mainly
in acquiring and validating models of t he 1) S-1
spacecraft and iu eliciting and addressing mission
requirements. To make this possihle, we are work-
ing on developing bett er tools for sharing mod-
els across the different heterogencous architectural
components, and for model verification and val -
dation.

Longer term, we sce t hree major arcas of re-
scarch. First, our architecture could benefit from
an increased use of simu lat ion. Current ly we use
a simul ator for development and testing the soft-
ware. This could be extended to facilitate inter-
active knowledge acquisition and refinement, to
itmprove projection in the planner; or to provide
a tighter integrat ion between planning and exe-
cution [1 3, 25]. Sccond, our archit ecture leaves
open issues of machine learning, which could be
used to tune parameters in the control syst ein,
for optimizing search control in planning, or for
modifying method sclection priorities during exe-
cut ion. Third, we see substant ial benefits in hav-
ing a single representation of t he spacecraft, sup-
porting mult iple uses by processes ot abstraction
and translation. We believe that progress toward
this goal is best made by generalizing from pow-
erful, focused models capable of represent itigt he
complexities of a real-world domain.
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Appendix A

Saturn Orbit Insertion Scenario Details

This appendix provides an additional level of de-
tail concerning the SOI scenario. In particular,
we first describe one possible sequence of events
that meets the goals and coustraints of the SOI
scenario. We then describe scenarios involving dif-
ferent failures which inight happen in the course of
t he nominal scenario. In bot h cases, t he sequence
of evenits is merely represent a ive, as actual be-
havior will depend on execut ion cont ext.

A.0.1. Nominal Scenario

The scenario begins onue day before init ial Sat-
urn periapsis.®

A plan is then generated on-board based on
current on-board information about the state
of t 11( spacccraft, the spacecraftt raject ory
with respect to Saturn, the goals for the Sat-
urn orbit insertion mission phase, and the sys-
tem constraints.

Ground cont rollers desire t () Ly ow about the
suecess of certain risky activities (such as t he

firing of pyrotechnic devices) early enough to
t ake act ion if failures occur. This forces cer-
t ainactivities to be scheduled carly, followed
by communication of the results to the ground
controllers 011 Fart 11

Scicnce images are desired of  Sat urn init ial
approach and of the rings during closest ap-
proach. Limited data recorder space means
t hat t he pla n should include t he recorder
down-load after the approach imaging and be-
fore the ring imaging,.

Power is a limited resource and engine igni-
t ion for t he Sol burn occurs when power is
t he tightest. Nell-(ws(lIt ial equipment (e g.,
scicnee instruments and reaction wheels) must
be powered off prior to engine ignition.

Some devices need to be warmed up prior to
use. Bach inust be turned on carly enough to
assur ¢ availability when nee ded. In addition,
somedevices (e g., t he gyroscope and t hie ac-
celerometer) must be calibrated during sched-
uled low act ivity periods before they will be
available for use.



« Incertain fault situations (e.g., gyro failure
during main engine burn), it is im perative
that a prompt switch to a backup unit be
possible. otherwise the activity requiring the
backup device may have to be delayed unt il
the backup is available. i such act ivit ics are
mission-critical, this could causce mission filil-
1.

+ For the critical Sol mission phase, both pri-
mary and backup units are warmed up and
recady to go. The main engine is prepared
for use by powering on its clect ronics, open-
ing latch valves, and pre-aiming the gimbaled
engine. These activities are scheduled early
cnough that failures allow time to switch to
the backup engine.

« During S01 preparation and science collec-
tion, the spacecraft crosses the Saturn ring
plane and must go to an attitude that shiclds
the camera from ring particles.

« The spacccraft then t urns t o the burn at t i-
tude, main engine ignition occurs, and the
spacecraft is inserted into Sat urn orbit.

- After the burn, the spacecraft is returned to

a safe state. Valves are closed aud electronic
units are powered clew’11 to cleanup the state
of the spacecraft and clear the way for other
activities.
The orbit insertion burn is scheduled to end
at periapsis so that science observations may
take advantage Of the closest approach view-
ing.

+ Thering-planc images are down-linked to the
Farth as soon as possible.

« After transmission of science and engineering
data to the ground, the scenario is complete.

A.0.2. Failure Scenarios

The following are examples of failure scenarios
that had to be handled suceessfully. One class of
failuresinvolved failures inthe initial phase, prior
to S01, when the main engine is being Prepared
for the burn. These include main engine git nbals
that fail stuck when being pre-aimed, and failures
of the engine valve electronics, e.g., the bipropel-
lant latch valve driver, when being powered on.
The responses to these failures involve switching
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to the backup main engine and preparing it for
theSOT 1111711,

A sccond class of failures involved failures dur-
ing the Sol burn that can be recovered from with-
out interrupting the burn. These include failures
in the inertial reference unit (IRU) and a failure
of the accelerometer where it suddenly stops com-
municating. The response to the IRU failure is
to switch to the backup TIRU, which the plannmer
has previously warmed up and readied. The re-
sponse t ot he aceeleromnicter communicat ion fail-
urcisto J[iCrely stop using accelerometer data to
decide when to terminate the burr, and instead
to use a timer to make the decision open-loop.

A third class of failures involved failures dur-
ing the SO01 burn that 1(’ quite the burn to bein-
terrupted. These include an engine gimbal be-
coming fail stuck, the main engine becoming too
hot , and t he accelerom eter giving an acceleration
reading that is 1p1(1(11 lower than exp ected. Inall
t hese cases, ¢ hie maiu engine being used for t he
burn is potentially umu sable: an engine gimbal
failure means that the engine cannot be pointed
correctly t o achiove SOI; an oy ‘Crhicated main en-
gine can irreparably damage the rest of the space-
craft; low acceleration means that the main en-
gine is not generating enough thrust to achieve
SO . While sensor failures can also explain the
above symptomwms, the conservative st rategy dic-
tates assuming that the failure lies in the main en-
gine it sclf. 11( 'nee, inall t hese cases, the r esponse
i s to shutdown the burn and use the backup
engine Lo retry the bur n. - This requires replan-
ning with burn restart tiine scheduled for when
all propulsion equipment has cooled down sufli-
ciently. The duration of t his new burn must also
beadjustedbasedontheamountof 1)111711 actually
accornplishedin the first attempt.

Notes

1. fna spacecraft, mass directly translates to the cost o f
launchiand the cost (If carrying extra fucl to achieve all
missionmaneuvers.

2. '1'11( l",sl.sysl('m[”ﬂhasnmv replaced RAP'S as the core
engine forthe 1) S-1 Fxecutive.

3. Peariapsis refers to the point at which thie spacec raft is
closes t Lo the planet.
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