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A Hierarchy of High Performance Systems 

e High-End (Petaflops HTMT Architecture) 

Essential toward advancing the state-of-the-art 

Special purpose, not yet available, highest 
performance at highest cost 

Tradition m (Cray, IBM, SGI) 

Useful, but not highly accessible or configurable 

Benchmark for modern day performance 

Commodity Cluster (Beowulf-Class) 

Driven by advances in hardware & software 

Highly available and re-configurable 

0 u tsta n d in g p ri celperform a n ce 
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Application Development and Migration 

sk Based (D 

as needed 
Schedule work on processors 

Simple Paralleliratian (Optimization) 

Run same code on processors, but 
vary para meters over iterations 

Complete Parallelization (Physicsl 
Based Modeting) 

Distribute both memory and the 
ca I cu I at i on 



Cluster Computing Problems and Pitfalls 

Purchasing & Costing Systems 

Support and maintenance costs are 
significant for large high-end 
systems and can’t be ignored 

S tate-of-t he-art always changes 
I - Linux OS, Parallel 110, Compilers, 

Cooling 

Communication Bandwidth Comparison 

1 I Myrinet (Across Nodes) Myrinet (Shmem Within Node) 

8 8  3 2 8  1288 5126 1KB 8KB 16KB 32KB 256 I M B  4MB 16MB 32MB 
KB 

Normalized Bisection Bandwidth Across Nodes 

+I6 Pes -0-32 PES t - 4 8  Pes I Knowledge and Experience 

8 8  32 128 512 1 8 16 32 256 512 I 4 16 32 
B B B KB KB KB KB KB KB MB MB MB MB I Performance programming can be 

challenging 



System Considerations for SDP 

Hardware, Software, and Maintenance 

Leverage off of industry accepted, 
and well supported, standards 

Stay abreast of technology advances, 
but stay away from the leading edge 

important and should be integrated 
with the hardware 

System management tools are 

These systems do not run themselves 
so administration is an important 
expense 




