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ABSTRACT 

The development of large-scale multi-disciplinary scientific applications for high- 
performance computers today involves managing the interaction between portions of the 
application developed by different groups. In the business world, component-based 
software engineering, including Microsoft’s Component Object Model (COM) [ 1,2] and 
Sun’s Enterprise JavaBeans (EJB) [3,4], is often used. These technologies are often not 
appropriate for scientific computing, and the Common Component Architecture (CCA) 
[5,6] is an alternative. 
The CCA Forum is developing a component architecture specification to address high- 
performance scientific computing, emphasizing scalable (possibly-distributed) parallel 
computations. The forum is also developing a reference framework, various components, 
and supplementary infrastructure, and is collaborating with practitioners in the high- 
performance computing community to design suites of domain-specific abstract 
component interface specifications. [7] 
NASA’s ESTO-CT (Earth Science Technology Office’s Computation Technologies) 
project has so far been successful in “Demonstrating the power of high-end, scalable, and 
cost-effective computing environments.. .” [8]. The project is now emphasizing 
frameworks and interoperability for large-scale high performance scientific software 
development and maintenance. The material in this presentation is part of an ongoing study 
of the CCA Forum’s technology by the ESTO-CT project. [9] 
This paper presents an examination of the CCA software in sequential and parallel 
electromagnetics applications using unstructured adaptive mesh refinement (AMR). The 
CCA learning curve and the process for modifying Fortran 90 code (a driver routine and an 
AMR library [lo]) into two components are described. The performance of the original 
applications, and the componentized versions are measured and shown to be comparable. 
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