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Modern... Simple... Efficient... Scalable... Multi-Million Element Adaptive Refinement

Techno]ogy Descn‘pﬁon Coiors show processors that contain elements that are foad balanced
e ssin e across partitions on the parailel machine

An  advanced  suftware library  supporting  parallel
unstrlictured  adaptive mesh refinement for large-scale
scientific and engineering simulations.
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Performance Modeling on Clusters

Significant computational power is required for finife element
analysis of large models so we use clusters, often with high
speed nelworks, for our software development

State-of-the-Art Design

Pyramid runs on massively
paraflel comguters as well
as clusters.

* Etficient object-otiented design in Fortran 90/95 with MPI
for tnessage passing
Autorratic mesh quality control, dynamic ioad balancing,
mesh migration, partitioring. integrated mathematics and
data structure management routines, all in parafel

Scalable to hundreds of processors and milions of
elemants using ‘nangular {¥-dirmt and telrahedral (3-din)
slements

* Powet. completeress. ard ease of use.

Paralle! Adaptive Process

Inifially the generally rasdomy input mesh must he repart toned and redistributed attar
loading from disk. 11 apphication caiculation and local eror-estimation steps ocour
follnwed by a logical AMR process that decides haw new elements will be created

A Minimal Pyramid Program

Users provide the initial mesh and pet-element error
indicator and Pyramid handles all of the parallelism issues.

toad balancing teshnigues
it required  wil determine
the best dccaton for the
coarse cloments by using
algerthms to min mize data
maovement  and  houndary
communication

Quality contral mainains
clemant geometry.

A physical refinemert stage will create new clements from
the crarse elements in the pioner oad balanced locaton
vith quahty conrol
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